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Abstract

Makinson and van der Torre introduced a number of input/output (I/O) logics
to reason about conditional norms. The key idea is to make obligations relative to
a given set of conditional norms. The meaning of the normative concepts is, then,
given in terms of a set of procedures yielding outputs for inputs. Using the same
methodology, Stolpe has developed some more I/O logics to include systems in
which the rule of weakening of the output (or principle of inheritance) is replaced
by a rule of closure under logical equivalence. We extend Stolpe’s account in two
directions. First, we show how to make it support reasoning by cases–a common
form of reasoning. Second, we show how to inject a new (as we call it, aggregative)
form of cumulative transitivity, which we think is more suitable for normative rea-
soning. The main outcomes of the paper are soundness and completeness theorems
for the proposed systems with respect to their intended semantics.

1 Introduction

Deontic logic formalises reasoning with norms. It is relevant for a number of areas
in computer science and artificial intelligence, like in particular normative multi-agent
systems [13, 9] and machine ethics [2].

The present paper focuses on so-called input/output logics (I/O logics) as initially
put forth by Makinson and van der Torre [26]. These aim at generalizing the theory of
conditional obligation from modal and conditional logic [18, 24] to the abstract study of
conditional codes viewed as relations between Boolean formulae. The meaning of the
normative concepts is given in terms of a set of procedures yielding outputs for inputs.
Detachment (or modus-ponens) is the core mechanism of the semantics being used.
As argued by Boghossian [10], detachment is part of the meaning of a conditional
statement.1 The proof theory is formulated in terms of inference rules operating on
pairs (a,x) of formulae (readIf a, then x is obligatory) rather than on formulae.

The proposed framework can be based on either classical logic or intuitionistic
logic [35, 32]. It can be extended in order to model different notions of permission
[28, 8, 42], and in order to handle more complex phenomena like norm violation [27],
reasoning about conflicting norms and about priorities [31, 46] and norm change [6, 7].
It has been applied to other areas of knowledge representation, like non-monotonic rea-
soning [27, 31], causal reasoning [4, 5] and argumentation theory [23]. Connections

1According to him, the disposition to reason according to modus-ponens is constitutive of the possession
of the concept of conditional, and thus of the concept of norm. Note that such a motivation is not in the
original papers [26, 27]. It is given and discussed in more detail in [34].
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with other formalisms in knowledge representation and philosophicallogic have also
been found and studied [27, 44, 16, 43]. For an overview of input/output logics, the
reader is referred to the handbook chapter on I/O logic [34]. A collection of benchmark
examples can be found in [37]. The interested reader will also find in [3] an implemen-
tation in Isabelle/HOL of various deontic logics, including the original I/O logics for
obligation.

These developments are not germane for our main purpose in this paper, and so we
will leave them aside. Our primary contribution is to develop variants of the original
input/output logics with the following two salient features:

• First, they do not satisfy the rule of “weakening the output” (WO). This is the
rule: from (a,x) infer (a, y) wheneverx ⊢ y, where⊢ is the deducibility rela-
tion used in classical propositional logic. This rule echoes the well-known rule
of “right weakening” (RW) used in non-monotonic logic [21]: froma ∣∼ x infer
a ∣∼ y wheneverx ⊢ y, where∣∼ stands for the non-monotonic inference rela-
tion. All the input/output logics of Makinson and van der Torre satisfy the rule
WO. Those studied in this paper satisfy instead the rule “from (a,x) infer (a,y)
wheneverx ⊢ y andy ⊢ x”. In this respect, norms remain closed under logical
equivalence.

• Second, instead of satisfying the traditional rule of “cumulative transitivity” (CT),
they satisfy a variant rule called “aggregative cumulative transitivity” (ACT) dis-
cussed by van der Torre [45]. CT is also familiar from the literature on non-
monotonic logic. This is the rule: from (a,x) and (a∧ x, y) infer (a,y). ACT is
the rule: from (a,x) and (a∧ x, y) infer (a, x∧ y). It is the deontic analogue of
the rule of “conjunctive cumulative transitivity” discussed by Verheij [47] in the
context of the study of so-called abstract argumentative systems.

WO and CT are widely accepted for ontic conditionals. Their counterpart for deontic
conditionals has generated some controversy.

First, it is known that WO creates a problem when it comes to handling normative
dilemmas. There is a normative dilemma, when we both have(a,x) and(a,¬x). Goble
[15] presents an in-depth discussion of all the issues surrounding the notion of norma-
tive dilemma. For present purposes we shall just mention the fact that the problem
essentially arises from the interplay between WO and the so-called AND rule: from
(a,x) and(a,y), infer (a,x∧y). The following derivation shows that a system contain-
ing these two rules will not allow for deontic dilemmas without deontic “explosion”:

(a,x) (a,¬x)
AND

(a,x∧ ¬x)
WO

(a,y)

Thereare two ways to prevent deontic explosion. One consists in letting AND go,
and the other consists in letting WO go. In this paper, we follow the second approach,
because there are independent reasons for taking WO out, to which we now turn.

A second lesser-known (but no less compelling) reason for letting WO go may be
given in relation with norm compliance checking. WO yields the rule of “conjunction
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elimination” as a special case. This is the rule: from (a,x ∧ y) infer (a, x). Goble
[14, p.183–184] and Hansen [17, §6.2], among others, have argued against conjunction
elimination. The rule creates problems when assessing the level of compliance with
the norms. There are cases where the two states of affairs (mentioned in the obligation)
are only conjunctively required. If the obligation ofx alone was derived, then when
assessing how well or badly the agent did a strange consequence would follow, in the
event that the agent madex, but noty, true. One would have to acknowledge that “he’s
not a complete scoundrel” [14, p.183], since at least one obligation (albeit a derived
one) was fulfilled. Intuitively, one would like to be able to say thatnoobligations have
been fulfilled, and thatnothingright has happened. This may be illustrated with the
following example.

Example 1 (“Sing and dance!” [14]) Suppose there is a party of song and dance per-
formers given in honour of Gene. Everyone ought to perform a song and dance routine,
because Gene loves them both, and cannot tolerate either without the other. One guest,
Fred, chooses not to sing but only to dance. Gene is appalled. The party is ruined,
because of Gene’s tantrum.

We now briefly explain our main reason for using ACT in place of CT. It is the
following one: counter-examples to CT may be found in the literature [22, 19, 25];
these are blocked, when ACT is used in place of CT. This is because they all rely on
the intuition that the obligation ofy ceases to hold when the obligation of(a,x) is
violated. Due to Broome, the following example may be used to illustrate this point.
We use the standard notation(⊺, x) for the unconditional obligation ofx, where⊺ is a
zero-place connective standing for “tautology”.

Example 2 (Marathon [12]) Suppose you have entered the marathon. Consider the
following instantiation of CT:

You ought to exercise hard everyday
If you exercise hard everyday, you ought to eat heartily
∴ You ought to eat heartily

(⊺, x)
(x,y)
∴ (⊺,y)

The conclusion seems to be counter-intuitive. Intuitively, the obligation to eat heartily
no longer holds, if you take no exercise. In this example, the correct conclusion is
(⊺, x∧ y), and not(⊺,y). Thus, ACT appears to be more suitable for normative rea-
soning, because it keeps track of what has been previously detached.

Of course, given WO, ACT implies CT. This gives another independent reason for
letting WO go−besides the aforementioned ones. In the presence of the latter rule, we
would not get the chaining of rules right.

The layout of this paper is as follows. Section 2 lays the groundwork, and looks at
the case of one-step detachment. More precisely, we consider the first two standard I/O
operations defined by Makinson and van der Torre, called “simple-minded” (out1) and
“basic” (out2), respectively. Both develop output by detachment.out1 spells out the
basic mechanism, andout2 extends it in order to handle disjunctive inputs. For each of
these I/O operations a variant is defined that does not satisfy WO. Section 3 goes one
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step further, and shows how to handle iteration of successive detachments.The focus
is on the standard I/O operations called “reusable” (out3) and “basic reusable” (out4)
by Makinson and van der Torre. We introduce a variant of each for which WO fails and
for which rule chaining is supported in the form of ACT. In each case, the proposed
variation is provided with equivalent axiomatic and semantic characterisations.

This paper is an extended version of an earlier paper presented at DEON 2014 (item
[35] in the references). It builds on previous research by Stolpe [40, 41], who began
work on versions of input/output logic without WO. His focus is onout1 andout3. In
[36, 38] we study variant systems, in which in addition a consistency proviso restricts
the application of AND and ACT. The study [30] revisits the notion of permission as
described in [28] from the perspective of these new systems.

2 Single-step Detachment

2.1 Preliminaries

First, some definitions are needed. A normative code is a setN of conditional obli-
gations. A conditional obligation is a pair (a,x), wherea andx are two formulae of
classical propositional logic. We use this notation instead of◯(x ∣ a), because the lat-
ter has distinct interpretations in the literature. In the notation (a,x), the first elementa
is called the body of the rule, and is thought of as an input, representing some condition
or situation. The second elementx is called the head of the rule, and is thought of as
an output, representing what the norm tells us to be obligatory in that situation. In I/O
logic, the main construct has the form

x ∈ out(N,a)

Intuitively: given inputa (state of affairs), x (obligation) is in the output under norms
N. An equivalent notation is:(a,x) ∈ out(N). The I/O operations to be defined in this
paper will be denoted by the symbolO in order to avoid any confusion without.

Some further notation.L is the set of all formulae of classical propositional logic.
Given an inputA ⊆ L, and a setN of norms,N(A) denotes the image ofN underA,
i.e., N(A) = {x ∶ (a,x) ∈ N for somea ∈ A}. Cn(A) denotes the set{x ∶ A ⊢ x}. The
notationx ⊣⊢ y is short forx ⊢ y andy ⊢ x. GivenM ⊆ N, we denote byh(M) the set
of all the heads of elements ofM, viz h(M) = {x ∶ (a,x) ∈ M}.

2.2 Simple-minded I/O Operation

We start with the simple-minded I/O operationout1. The I/O operation to be defined
here is notedO1. It is essentially a variation on the I/O operationPN1 put forth by
Stolpe [40, 41]. The main reason for including such an operation in our study is that
the completeness result for it will be needed for subsequent developments.

Definition 3 (Semantics) x ∈ O1(N,A) if and only if there is some finite M⊆ N such
that

• M(Cn(A)) /=∅ , and
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• x ⊣⊢ ⋀M(Cn(A))

Intuitively: x is equivalent to the conjunction of heads of rules in someM ⊆ N that are
all triggered by inputA.

The main difference betweenO1 andPN1 arises whenA does not trigger any norm,
viz. M(Cn(A)) = ∅ for all M ⊆ N. In this limiting case,PN1 outputs the set of all
tautologies, whileO1 outputs nothing. Von Wright [48, pp. 152–4] argues, rightly in
our view, that the obligation of⊺ does not express a genuine prescription.

O1 is monotonic with respect to the input set. The latter claim requires a careful
and detailed proof, because there is a pitfall to avoid.

Theorem 4 (Factual monotony)O1(N,A) ⊆ O1(N,B) if Cn(A) ⊆Cn(B).

Proof. Assumex ∈ O1(N,A) andCn(A) ⊆ Cn(B). From the former, there is some
finite M1 ⊆ N such thatM1(Cn(A)) /=∅, and

1. x ⊣⊢ ⋀M1(Cn(A))

There is no guarantee that input setB does not trigger more pairs inM1 thanA does.
To circumvent this problem, the argument takes a detour through the set

M−1 = {(c,y) ∈ M1 ∶ c ∈ Cn(A)}

Thus, M−1 is M1 “stripped of” all the pairs that are not triggered byA. We have
M1(Cn(A)) = M−1 (Cn(A)). We also haveM−1 (Cn(A)) = M−1 (Cn(B)), viz.

{y ∶ (c,y) ∈ M−1 ,c ∈ Cn(A)} = {y ∶ (c,y) ∈ M−1 ,c ∈ Cn(B)}

The⊆-direction follows from the second opening assumption,Cn(A) ⊆ Cn(B). The
⊇-direction follows from the definition ofM−1 . The argument may, then, be continued
thus:

2. x ⊣⊢ ⋀M−1 (Cn(A))

3. x ⊣⊢ ⋀M−1 (Cn(B))

Thus,x ∈ O1(N,B) as required.

It immediately follows thatO1(N,A) ⊆O1(N,B) wheneverA ⊆ B.

We setO1(N) = {(A,x) ∶ x ∈ O1(N,A)}.

The notion of derivation is defined as in standard I/O logic (see, e.g., Parent et al.
[33]) except that(⊺,⊺) is not allowed to appear in a derivation unless it is explicitly
given in the setN of assumptions. We write(a,x) ∈ Di(N) when there is a derivation
of (a,x) from N. The subscripti is used to distinguish the systems. To say that, given
a setR of rules, there is a derivation of(a,x) from N amounts to saying that there
is a sequenceα1, ..., αn of pairs of formulae such thatαn = (a,x) and, for alli such
that 1≤ i ≤ n − 1, eitherαi ∈ N or αi is obtained from preceding elements(s) in the
sequence using a rule inR. The elements in the sequence are all pairs of the form
(b,y). Derivation steps done in the base logic are not part of it.

Definition 5 (Proof system) (a,x) ∈ D1(N) if and only if there is a derivation of
(a,x) from N using the rules{SI, EQ, AND}:
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(a,x) b ⊢ a
SI

(b,x)

(a,x) x ⊣⊢ y
EQ

(a,y)

(a,x) (a,y)
AND

(a,x∧ y)

WhereA is a set of formulae,(A,x) ∈ D1(N) means that(a,x) ∈ D1(N), for some
conjunctiona of formulae, all taken from a (finite) subset ofA. D1(N,A) is {x ∶
(A,x) ∈ D1(N)}.

Theorem 6 O1 validates the rules ofD1 (for individual formulae a).

Proof.

For SI. The argument is virtually the same as in the proof of Theorem 4.

For AND. Assumex ∈ O1(N,a) andy ∈ O1(N,a). Thus, there areM1,M2 ⊆ N such
thatM1(Cn(a)) /=∅, M2(Cn(a)) /=∅ and

1. x ⊣⊢ ⋀M1(Cn(a))

2. y ⊣⊢ ⋀M2(Cn(a))

Hence

3. x∧ y ⊣⊢ ⋀M1(Cn(a))∧ (⋀M2(Cn(a)))

PutM3 = M1 ∪ M2. We have

M3(Cn(a)) = M1(Cn(a))∪ M2(Cn(a))

One, then, gets

4. x∧ y ⊣⊢ ⋀M3(Cn(a))

Thus,x∧ y ∈ O1(N,a) as required.

For EQ, the argument is straightforward, and is omitted. (Remember that, ifa ⊣⊢ b,
thenCn(a) =Cn(b).)

Soundness tells us that what is derivable is also valid; that is,if (according to the
proof theory) the pair(A,x) is derivable fromN, then (according to the semantics)
given inputA x is in the output under normsN. Formally, this can be written as shown
below. Like in modal logic, we distinguish between a weak and a strong version of the
theorem.

Theorem 7 (Soundness, weak version)D1(N,a) ⊆ O1(N,a).

Proof. Assumex ∈ D1(N,a), viz (a,x) ∈ D1(N). Let α1, ..., αn be a derivation of
(a,x). We show by induction oni that, for all 1≤ i ≤ n,αi ∈ O1(N).

For the basis of the induction, whereα1 is, e.g.,(a,x), the argument is straightfor-
ward. By the definition of the notion of derivation,(a,x) ∈ N. PutM = {(a,x)}. We
haveM(Cn(a)) = {x}, and sox ∈ O1(N,a) by Definition 3, and then(a,x) ∈ O1(N).
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For the inductive part of the proof, we assume as an inductive hypothesisthatα j ∈
O1(N) for all j < i, and argue thatαi ∈ O1(N) too. Either i)αi ∈ N or ii) αi is obtained
from previous pairs using a rule. In case i), a similar argument as for the base case
yieldsαi ∈ O1(N). In case ii), the proof goes as follows.

• αi = (ai , xi) is obtained using SI. In this case, there is somej < i such that
α j = (a j , xi) ∈ D1(N) anda j ⊢ ai . By the inductive hypothesis,(a j , xi) ∈ O1(N),
i.e. xi ∈ O1(N,a j). By Theorem 6,xi ∈ O1(N,ai), and soαi ∈ O1(N) as
required.

• αi = (ai , xi) is obtained using AND. In this case,xi is of the formx j ∧ xk, with
k, j < i andα j = (ai , x j) ∈ D1(N) andαk = (ai , xk) ∈ D1(N). By the inductive
hypothesis,(ai , x j) ∈ O1(N) and(ai , xk) ∈ O1(N), viz x j ∈ O1(N,ai) andxk ∈
O1(N,ai). By Theorem 6,x j ∧ xk ∈ O1(N,ai), and soαi ∈ O1(N) as required.

• αi = (ai , xi) is obtained using EQ. In this case, there isj < i such thatα j =
(ai , x j) ∈ D1(N) andxi ⊣⊢ x j . By the inductive hypothesis,(ai , x j) ∈ O1(N),
i.e. x j ∈ O1(N,ai). By Theorem 6,xi ∈ O1(N,ai), and soαi ∈ O1(N) as
required.

This ends the proof.

Theorem 8 (Soundness, strong version)D1(N,A) ⊆O1(N,A).

Proof. Let x ∈ D1(N,A), i.e. (A,x) ∈ D1(N). So there is a conjunctiona of elements
of A such that(a,x) ∈ D1(N). By Theorem 7,(a,x) ∈ O1(N), and thusx ∈ O1(N,a).
But Cn(a) ⊆Cn(A). By Theorem 4,x ∈ O1(N,A).

Completeness tells us that what is valid is also derivable; thatis, if (according to
the semantics) given inputA x is in the output under normsN, then (according to the
proof theory) the pair(A,x) is derivable fromN. Formally, this can be written as:

Theorem 9 (Completeness, strong version)O1(N,A) ⊆ D1(N,A).

Proof. Assumex ∈ O1(N,A). So there exists some finiteM ⊆ N such thatM(Cn(A)) =
{x1, ..., xn} /= ∅ and x ⊣⊢ ⋀n

i=1 xi . For eachxi , there is someai ∈ Cn(A) such that
(ai , xi) ∈ M. For eachai , there is also a conjunctionbi of elements inA such that
bi ⊢ ai . A derivation of(A,x) from M, and hence fromN, is shown below.

(a1, x1)
SI

(⋀n
i=1 bi , x1)

. . . . . .

(an, xn)
SI

(⋀n
i=1 bi , xn)

AND
(⋀n

i=1 bi ,⋀
n
i=1 xi)

EQ
(⋀n

i=1 bi , x)

This is a derivation of(A,x), as⋀n
i=1 bi is a conjunction of elements inA. Hence

x ∈ D1(N,A) as required.
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2.3 Basic I/O Operation

In this section, the account described in the previous section is extended to the basic
I/O operationout2, which supports reasoning by cases, viz. the rule

OR
(a,x) (b,x)

(a∨ b,x)

TheI/O operation is denotedO2, and the corresponding proof system is calledD2.
A setV of wffs is said to be maximal consistent whenever it is consistent and none

of its proper extensions is consistent. That is:V /⊢ �; and ify /∈ V, thenV ∪ {y} ⊢ �. V
is said to be complete if it is either equal toL or maximal consistent.

Definition 10 (Semantics)O2(N,A) = ∩{O1(N,V) ∶ A ⊆ V,V complete}.

Theorem 11 O1(N,A) ⊆ O2(N,A).

Proof. Let x ∈ O1(N,A). Let V be a complete set such thatA ⊆ V. By Theorem 4,
x ∈ O1(N,V). By Definition 10,x ∈ O2(N,A) as required.

Theorem 12 (Factual monotony)O2(N,A) ⊆O2(N,B) if Cn(A) ⊆Cn(B).

Proof. Assumex ∈ O2(N,A) andCn(A) ⊆Cn(B). Let V be a complete set such that
B ⊆ V. We haveCn(B) ⊆ Cn(V) = V. From this and the second opening assumption,
Cn(A) ⊆ V. So, A ⊆ V. From this and the first opening assumption,x ∈ O1(N,V).
Thus,x ∈ O2(N,B).

Definition 13 (Proof theory) (a,x) ∈ D2(N) if and only if there is a derivation of
(a,x) from N using the rules ofD1 supplemented with

OR
(a,x) (b,x)

(a∨ b,x)

Thenext theorem appeals to the fact thatO1 validates AND and EQ for an input set of
arbitrary cardinality rather than just a singleton set. The argument is virtually the same
in both cases. Details are omitted.

Theorem 14 O2 validates the rules ofD2 (for individual formulae a).

Proof. For SI. Assumex ∈ O2(N,a) with b ⊢ a. Let V be a complete set such that
b ∈ V. Fromb ⊢ a, we geta ∈ V. By Definition 10, we inferx ∈ O1(N,V). This shows
thatx ∈ O2(N,b).

For AND. Assumex ∈ O2(N,a) andy ∈ O2(N,a). Let V be a complete set such
thata ∈ V. By Definition 10,x ∈ O1(N,V) andy ∈ O1(N,V). SinceO1 validates AND,
x∧ y ∈ O1(N,V). This shows thatx∧ y ∈ O2(N,a).

For OR. Assumex ∈ O2(N,a)andx ∈ O2(N,b). LetV be a complete set containing
a ∨ b. SinceV is complete, eithera ∈ V or b ∈ V. Assume that the first applies. In
that case,x ∈ O1(N,V), by the first opening assumption and Definition 10. Assume
the second applies. In that casex ∈ O1(N,V), by the second opening assumption and
Definition 10. Either way,x ∈ O1(N,V), and thusx ∈ O2(N,a∨ b) as required.
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For EQ, assumex ∈ O2(N,a) andx ⊣⊢ y. LetV be a complete set containinga. By
Definition 10,x ∈ O1(N,V). SinceO1 validates EQ,y ∈ O1(N,V), and soy ∈ O2(N,a)
as required.

Theorem 15 (Soundness, strong version)D2(N,A) ⊆O2(N,A).

Proof. The proof is virtually the same as that for Theorem 8, but using Theorems 12
and 14.

Theorem 16 (Completeness, strong version)O2(N,A) ⊆D2(N,A).

Proof. We give an outline of the proof for a singleton input set{a}. The proof may
easily be generalized to an input set of arbitrary cardinality. For ease of exposition,
throughout the proof we write (SI,AND) to indicate an application of SI followed by
that of AND. We break the argument into two cases.

Case 1:a is inconsistent. In this case, there is exactly one complete setV containinga;
it is L. SoO2(N,a) = O1(N,L). Let x ∈ O1(N,L). This means thatx ⊣⊢ ⋀n

i=1 xi , for
x1, ..., xn ∈ h(N). Leta1, ...,an be the body of the rules in question. We havea ⊢ ⋀n

i=1 ai .
A derivation of(a,x) from N may, then, be obtained as shown below.

(a1, x1) ... (an, xn)
(SI,AND)

(⋀n
i=1 ai ,⋀

n
i=1 xi) ⋀n

i=1 xi ⊣⊢ x
EQ

(⋀n
i=1 ai , x) a ⊢ ⋀n

i=1 ai
SI

(a,x)

Case2: a is consistent. Assume (for reductio) thatx ∈ O2(N,a) and thatx /∈ D2(N,a).
From the former,x ⊣⊢ ⋀n

i=1 xi , for x1, ..., xn ∈ h(N). In order to derive the contradiction
that x /∈ O2(N,a), we start by showing that{a} can be extended to some “maximal”
V ⊇ {a} such thatx /∈ D2(N,V). By maximal, we mean that for allV′ ⊃ V, x ∈
D2(N,V′). Thus,V is amongst the “biggest” input setsV containinga and not making
x derivable.

V is built from a sequence of setsV0,V1,V2, ... as follows. Consider an enumeration
x1, x2, x3, ... of all the formulae. We define:

V0 = {a}

Vn =

⎧⎪⎪
⎨
⎪⎪⎩

Vn−1 ∪ {xn}, if x /∈ D2(N,Vn−1 ∪ {xn})

Vn−1, otherwise

V = ∪{Vn ∶ n ≥ 0}

It is a straightforward matter to show the following:

Fact 1 x /∈ D2(N,Vn), for all n ≥ 0.

Fact 2 Vn ⊆ V, for all n≥ 0.

Fact 3 For every finite subset V′ ⊆ V, V′ ⊆ Vn, for some n≥ 0.
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By Fact 2,V includes{a} (= V0).The argument may be continued thus:

Claim 1 x /∈ D2(N,V).

Proof of the claim.Assume, to reach a contradiction, thatx ∈ D2(N,V). By compact-
ness forD2, x ∈ D2(N,V′) for some finiteV′ ⊆ V. By Fact 3,V′ ⊆ Vn for somen ≥ 0.
By monotony in the right argument,x ∈ D2(N,Vn). This contradicts Fact 1.

Claim 2 For all V ′ ⊃ V, x∈ D2(N,V′).

Proof of the claim.Let V′ ⊃ V. So, there is somey such thaty ∈ V′ buty /∈ V. Any such
y is such thaty = xn, for somen ≥ 1. By Fact 2,Vn ⊆ V. So,y /∈ Vn. By construction,
Vn−1 = Vn, andx ∈ D2(N,Vn−1 ∪ {y}) = D2(V,Vn ∪ {y}). But Vn ∪ {y} ⊆V ∪ {y} ⊆V′.
By monotony in the right argument forD2, we get thatx ∈ D2(N,V′), as required.

Claim 3 V is consistent.

Proof of the claim.Assume not. Sincex ⊣⊢ ⋀n
i=1 xi , for x1, ..., xn ∈ h(N), a derivation of

(V, x) from N may be obtained by reiterating the argument under case 1, contradicting
Claim 1.

Claim 4 V is¬-complete; that is, for all y, either y∈ V or ¬y ∈ V.

Proof of the claim.Assumey /∈ V and¬y /∈ V for somey. By Claim 2, it follows that
x ∈ D2(N,V ∪ {y}) andx ∈ D2(N,V ∪ {¬y}). Thus,(b∧ y,x) and(c∧ ¬y,x) are both
derivable fromN, whereb andc are conjunctions of elements ofV. The following is,
then, derivable:

(b∧ y,x) (c∧ ¬y,x)
OR

((b∧ y) ∨ (c∧ ¬y), x)
SI

(b∧ c,x)

Thus,x ∈ D2(N,V), in contradiction with Claim 1.

Claim 5 V is maximal consistent; that is, if V∪ {y} is consistent, then y∈ V.

Proof of the claim.Assumey /∈ V. By Claim 4,¬y ∈ V. It, then, follows thatV ∪ {y} is
inconsistent, as required.

We are almost finished. By Theorem 8 and Theorem 9, we haveO1(N,V) =
D1(N,V) ⊆ D2(N,V). Sox /∈ O1(N,V). Hence,x /∈ O2(N,A).

3 Iterated Case

3.1 Reusable I/O Operation

This section focuses on the question of how to handle iterations of successive detach-
ments. We redefine Makinson and van der Torre’s reusable output operationout3 so
that it validates neither WO nor CT but ACT:

198

Xavier Parent and Leendert van der Torre



(a,x) (a∧ x,y)
ACT

(a,x∧ y)

(a,x) (a∧ x,y)
CT

(a,y)

ACT and WO together imply CT.
Stolpe [40, 41] names “PN3” his own variant ofout3. He writes that the distinctive

rule of PN3 is the rule of “mediated cumulative transitivity” (MCT):

(a,x′) x′ ⊢ x (a∧ x,y)
MCT

(a,y)

In fact, given the other rules in Stolpe’s system, MCT is equivalent to CT. This is easily
checked. The other rules are: SI, AND and EQ. On the one hand, given reflexivity for
⊢, MCT entails CT. For assume(a,x) and(a∧ x,y). Sincex ⊢ x, a direct application
of MCT yields(a,y). On the other hand, given SI, CT entails MCT:

(a,x′)

(a∧ x,y)
x′ ⊢ x

a∧ x′ ⊢ a∧ x
SI

(a∧ x′,y)
CT

(a,y)

Notethat, given SI, ACT implies the aggregative version of MCT:

(a,x′) x′ ⊢ x (a∧ x,y)
AMCT

(a,x′ ∧ y)

In this respect, weakening has still a “ghostly” role to play for iteration of successive
detachments.

For the sake of conciseness, throughout this sectionBM
A will denote the set of all

theBs such thatA ⊆ B = Cn(B) ⊇ M(B). Intuitively,BM
A gathers all theBs that contain

A and are closed under bothCn andM.

Definition 17 (Semantics) x ∈ O3(N,A) if and only if there is some finite M⊆ N such
that,

• M(Cn(A)) /=∅, and

• for all B, if B ∈ BM
A , then x⊣⊢ ⋀M(B).

We do not single out any particularB as “proper”. But we highlight two very useful
suchBs, which we call the smallest and the largest:∩BM

A ; L.
A subsetM of N that makesx ∈ O3(N,A) true is called an “A-witness forx”.

Unlike withO1, we have the guarantee that such aM does not contain any rule that is
superfluous, viz. not required to get outputx:

Theorem 18 If M is an A-witness for x, then x⊣⊢ ⋀h(M).

Proof. Let M be anA-witness forx. By Definition 17,M(Cn(A)) /= ∅, and x ⊣⊢

⋀M(B) for all B ∈ BM
A . ConsiderB = L. We havex ⊣⊢ ⋀M(L). But M(L) = h(M),

and thusx ⊣⊢ ⋀h(M).
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Theorem 19 (Factual monotony)We have O3(N,A1) ⊆ O3(N,A2) whenever
Cn(A1) ⊆ Cn(A2).

Proof. Assumex ∈ O3(N,A1) andCn(A1) ⊆ Cn(A2). From the first, we get: there is
some finiteM1 ⊆ N such thatM1(Cn(A1)) /= ∅ and, for allB ∈ BM1

A1
,

M1(B) = {x1, ..., xn} andx ⊣⊢
n

⋀
i=1

xi (1)

Note that, by Theorem 18,x ⊣⊢ ⋀h(M1), and so the detour made in the proof of
Theorem 4 is no longer needed.

FromCn(A1) ⊆ Cn(A2), we getM1(Cn(A1)) ⊆ M1(Cn(A2)). This implies that
M1(Cn(A2)) /= ∅. Now, consider someB1 ∈ BM1

A2
. We haveA2 ⊆ B1. Therefore,

Cn(A2) ⊆ Cn(B1) = B1. FromA1 ⊆ Cn(A1) ⊆ Cn(A2), we then getA1 ⊆ B1, and hence
B1 ∈ B

M1
A1

. By (1), x ⊣⊢ ⋀M1(B1) ⊣⊢ ⋀h(M1). So,x ∈ O3(N,A2) as required.

We defineO3(N) = {(A,x) ∶ x ∈ O3(N,A)}.

Example 20 shows thatO3 does not validate the rule of deontic detachment, and
hence does not validate CT.

Example 20 (Deontic detachment)Let N = {(⊺,a), (a,x)}. We have that a∈
O3(N,⊺), since M= {(⊺,a)} is a ⊺-witness for a. We also have that x∈ O3(N,a),
since M= {(a,x)} is an a-witness for x. But we do not have x∈ O3(N,⊺). This may
be verified in two steps. First, we identify all the non-empty subsets M of N that are
triggered by the input, in the sense that M(Cn(∅)) /= ∅. Next, we go through the list
of all these subsets, and check that, for none of them, the smallest relevant B outputs
heads whose conjunction is equivalent to x:

M B M(B)
{(⊺,a)} Cn(a) {a}

{(⊺,a)(a,x)} Cn(a,x) {a,x}

Definition 21 (Proof system) (a,x) ∈ D3(N) if and only if there is a derivation of
(a,x) from N using the rules{SI, EQ, ACT}.

(a,x) (a∧ x,y)
ACT

(a,x∧ y)

AND is derivable from SI and ACT. We define(A,x) ∈ D3(N) andD3(N,A) as we did
for D1.

Theorem 22 O3 validates the rules ofD3 (for individual formulae a).

Proof. The argument for SI is virtually the same as in the proof of Theorem 19. The
argument for EQ is straightforward, and is omitted. We show ACT. Assume thatx ∈
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O3(N,a), y ∈ O3(N,a ∧ x) and x ∧ y /∈ O3(N,a). From the first two, it follows that
there are finiteM1,M2 ⊆ N such thatM1(Cn(a)) /=∅, M2(Cn(a,x)) /= ∅, and

x ⊣⊢⋀M1(B) for all B ∈ BM1
a (2)

y ⊣⊢⋀M2(B) for all B ∈ BM2
a∧x (3)

By Theorem 18,

x ⊣⊢⋀h(M1) (4)

y ⊣⊢⋀h(M2) (5)

Therefore,

x∧ y ⊣⊢⋀h(M1) ∧ (⋀h(M2)) (6)

⊣⊢⋀h(M3) (7)

whereM3 = M1 ∪ M2. From the third opening assumption, sinceM3(Cn(a)) /= ∅, it
follows that there is someB1 ∈ B

M3
a such that

not-( x∧ y ⊣⊢⋀M3(B1) ) (8)

We haveM1(B1) ⊆ M3(B1), and soB1 ∈ B
M1
a . Thereforex ∈ B1, and hencea∧ x ∈ B1.

SoB1 ∈ B
M2
a∧x too, sinceM2(B1) ⊆ M3(B1). Now,

M3(B1) = M1(B1) ∪ M2(B1)

where⋀M1(B1) ⊣⊢ x and⋀M2(B1) ⊣⊢ y. Thus,⋀M3(B1) ⊣⊢ x∧y. This contradicts
equation (8) above.

Theorem 23 (Soundness, strong version)D3(N,A) ⊆O3(N,A).

Proof. The proof is virtually the same as that for Theorem 8 using Theorems 19 and
22.

For future reference, we note the following:

Remark 24 ACT holds in the following variant forms

x ∈ O3(N,A),y ∈ O3(N,A∪ {x}) ⇒ x∧ y ∈ O3(N,A) (ACT1)

x ∈ O3(N,A),y ∈ O3(N,Cn(A∪ {x})) ⇒ x∧ y ∈ O3(N,A) (ACT2)

Proof. For ACT1, this is just a matter of rerunning the argument for ACT in the proof
of Theorem 22, replacing everywherea with A, anda∧x and{a,x}with A∪{x}. ACT2

follows from ACT1 and factual monotony forO3, Theorem 19. Trivially,CnCn(A ∪
{x}) ⊆ Cn(A∪ {x}), and soO3(N,Cn(A∪ {x})) ⊆ O3(N,A∪ {x}).

Theorem 25 (Completeness, strong version)O3(N,A) ⊆D3(N,A).
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Proof. We give an outline of the proof for the particular case whereA is a singleton
set{a}. Suppose thatx ∈ O3(N,a). To show:x ∈ D3(N,a). From the former, there is
some finiteM ⊆ N such thatM(Cn(a)) /=∅ and, for allB ∈ BM

a , x ⊣⊢ ⋀M(B).
PutB1 = Cn({a}∪ D3(M,a)). We havea ∈ B1 = Cn(B1). We also haveM(B1) /=

∅, becauseCn(a) ⊆ B1. A phasing result established by Makinson and van der Torre
[26] tells us that in the proof system corresponding toout3 the rule WO can always be
applied last. This allows, then, to establish thatM(B1) ⊆ B1, so thatB1 ∈ B

M
a . The

opening assumption, then, yields,x ⊣⊢ ⋀M(B1).
Based on this, one gets a derivation of(a,x) from N as follows. First, note that

M(B1) /= ∅. By Definition 3, one getsx ∈ O1(N,{a} ∪ D3(M,a)). By Theorem 9,
x ∈ D1(N,{a}∪D3(M,a)), and thusx ∈ D3(N,{a}∪D3(M,a)). This means thatx ∈
D3(N,{a,a1, ...,an}), where, for eachai , ai ∈ D3(M,a). By AND, ⋀n

i=1 ai ∈ D3(M,a).
SinceM ⊆ N, ⋀n

i=1 ai ∈ D3(N,a). A derivation of(a,x) from N is shown below.

(a,⋀n
i=1 ai) (a∧ (⋀n

i=1 ai), x)
ACT

(a,⋀n
i=1 ai ∧ x)

x ⊢ ⋀n
i=1 ai

⋀n
i=1 ai ∧ x ⊣⊢ x

EQ
(a,x)

Theargument forx ⊢ ⋀n
i=1 ai appeals to two lemmas:

• x ⊣⊢ ⋀h(M), Theorem 18

• h(M) ⊢ ai , for all 1 ≤ i ≤ n − the proof of this is by induction on the length of
the derivation of(a,ai)

The argument may be generalized to an input setA of arbitrary cardinality.

3.2 Basic Reusable I/O Operation

This section shows that the two accounts discussed in the previous sections may be
combined to yield a new basic reusable operationout4, with ACT and OR, but neither
CT nor WO amongst its primitive rules. Our proposed treatment ofO4 is similar to
that ofO2. We set:

Definition 26 (Semantics)O4(N,A) = ∩{O3(N,V) ∶ A ⊆ V,V complete}.

Theorem 27 O3(N,A) ⊆O4(N,A).

Proof. Let x ∈ O3(N,A). Let V be a complete set such thatA ⊆ V. By monotony for
Cn,Cn(A) ⊆Cn(V). By Theorem 19,x ∈ O3(N,V). By Definition 26,x ∈ O4(N,A)
as required.

Theorem 28 (Factual monotony)O4(N,A) ⊆O4(N,B) if Cn(A) ⊆Cn(B).

Proof. AssumeCn(A) ⊆ Cn(B). Let x ∈ O4(N,A). To show: x ∈ O4(N,B). Let
V be a complete set such thatB ⊆ V. By monotony forCn, Cn(B) ⊆ Cn(V). Also
Cn(V) = V. HenceCn(B) ⊆ V. From this and the opening assumption,Cn(A) ⊆ V.
So,A ⊆ V. From this andx ∈ O4(N,A), it follows thatx ∈ O3(N,V) by Definition 26.
Thus,x ∈ O4(N,B) as required.

Deontic detachment still fails, as illustrated below.
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Example 29 (Deontic detachment)PutN = {(⊺,a), (a,x)}. In Example 20, on p. 200,
we pointed out that a∈ O3(N,⊺) and x∈ O3(N,a). By Theorem 27, a∈ O4(N,⊺) and
x ∈ O4(N,a). ButL qualifies as a complete set extending{⊺}. We have:

M B M(B)
{(⊺,a)} L {a}

{(⊺,a), (a,x)} L {a,x}

Thus, x/∈ O3(N,L), and hence x/∈ O4(N,⊺).

Definition 30 (Proof theory) (a,x) ∈ D4(N) if and only if there is a derivation of
(a,x) from N using the rules ofD3 supplemented with

OR
(a,x) (b,x)

(a∨ b,x)

Thefollowing lemma will come in handy:

Lemma 31 If V is a complete set, then Cn(V ∪ {x}) is also a complete set.

Proof. Either i) x ∈ V or ii) x /∈ V. In case i), we have thatCn(V∪{x}) = Cn(V) = V is
a complete set. In case ii),V is a maximal consistent set, in which caseCn(V∪{x}) = L
is a complete set.

Theorem 32 O4 validatesthe rules ofD4 (for individual formulae a).

Proof. For SI, assumex ∈ O4(N,a) andb ⊢ a. Let V be a complete set such that
{b} ⊆ V. We haveCn(b) ⊆ V. From the second opening assumption{a} ⊆ Cn(a) ⊆
Cn(b) ⊆ V. From this and the first opening assumption,x ∈ O3(N,b), by Definition
26. Hencex ∈ O4(N,b), Definition 26 again.

For OR, assumex ∈ O4(N,a)andx ∈ O4(N,b). LetV be a complete set containing
a ∨ b. SinceV is complete, eithera ∈ V or b ∈ V. Assume that the first applies. In
that case,x ∈ O3(N,V), by the first opening assumption and Definition 26. Assume
the second applies. In that casex ∈ O3(N,V), by the second opening assumption and
Definition 26. Either way,x ∈ O3(N,V), and thusx ∈ O4(N,a∨ b) as required.

For EQ, assumex ∈ O4(N,a) andx ⊣⊢ y. Let V be a complete set containinga.
By Definition 26,x ∈ O3(N,V). Trivially, y ∈ O3(N,V), sincex ⊣⊢ y. Soy ∈ O4(N,a)
as required.

For ACT, assumex ∈ O4(N,a), y ∈ O4(N,a∧x) andx∧y /∈ O4(N,a). From the third
opening assumption, there is some complete setV such thata ∈ V andx∧y /∈ O3(N,V),
by Definition 26. Sincea ∈ V, the first opening assumption impliesx ∈ O3(N,V), by
Definition 26 again. BecauseO3 satisfies ACT2 (cf. Remark 24),y /∈ O3(N,V′) where
V′ = Cn(V ∪ {x}). On the one hand,a∧ x ∈ V′. On the other hand, by Lemma 31,V′

is a complete set. Soy /∈ O4(N,a∧ x)–contradiction.

Theorem 33 (Soundness, strong version)D4(N,A) ⊆O4(N,A).

Proof. The proof is virtually the same as that for Theorem 8, but using Theorems 28
and 32.
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Theorem 34 (Completeness, strong version)O4(N,A) ⊆D4(N,A).

Proof. The proof is similar to that for Theorem 16. We quickly rerun the verifications
for the case whereA is a singleton set, still breaking the argument into two cases.

Case 1: a is inconsistent. The argument remains unchanged. Note that the pair
(⋀n

i=1 ai ,⋀
n
i=1 xi) is obtained using AND, which itself follows from ACT.

Case 2:a is consistent. This case may be disposed of using the same kind of max-
imality argument as in the proof of Theorem 16. Starting withx ∈ O4(N,a) and
x /∈ D4(N,a), one first shows that{a} can be extended to some maximalV ⊇ {a} such
that x /∈ D4(N,V). One then shows thatV is a complete set, and thatx /∈ O3(N,V).
(The latter now follows from Theorems 23 and 25:O3(N,V) = D3(N,V) ⊆ D4(N,V).)
Definition 26 then yields the required contradiction:x /∈ O4(N,a).

4 Conclusion

This paper has developed variants of the standard I/O operations with the following
two salient features. First, they do not satisfy the rule of “weakening the output” (WO).
Second, instead of satisfying the traditional rule of “cumulative transitivity” (CT), they
satisfy a variant rule called “aggregative cumulative transitivity” (ACT). Each of the
proposed variant operations has been given both a semantic characterization and an
axiomatic characterization.

We end this paper by listing a number of topics for future research.
First, our variants ofout2 andout4 have an unexpected feature. We haveout1(N,A) =

Cn(O1(N,A)) and out3(N,A) = Cn(O3(N,A)). But we do not haveout2(N,A) =
Cn(O2(N,A)), nor do we haveout4(N,A) = Cn(O4(N,A)). For a counter-example,
takeN = {(a,x), (b,x∧ y)} andA = {a∨ b}. We leave it for future research to define
variants ofout2 andout4 satisfying this property.

Second, we have put to one side the use of constraints, whose aim is to filter out
excess output using a consistency check mechanism [27]. Although it remains possible
in principle to develop constrained I/O logic on top of the present framework, we still
have to investigate the effects of doing it. There is a known connection between the
constrained version of I/O logic deployed on top of the standard I/O logics and some
well-established non-monotonic formalisms, like Reiter’s default logic and the AGM
maxi-choice revision operation [1]. This connection was discovered by Makinson and
van der Torre [27], with reference to approaches based on so-called belief sets, in which
an agent’s beliefs are characterized by deductively closed sets of sentences. It would
be interesting to know if a similar connection can be made between our framework and
variant non-monotonic systems based on so-called belief bases (see, e.g., [11, 29]).

Third, in the papers [36, 38], we have described a family of variant systems with
a consistency check built in the semantics and a consistency proviso restraining the
application of AND and ACT. The main motivation is the so-called pragmatic oddity
[39]. The case ofout4 has not been handled yet.
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